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To prevent safety accidents caused by equipment and personnel entering the ore pass by mistake, it is necessary to arrange ore pass control per-
sonnel underground the mine. The control personnel in the ore pass are extremely vulnerable to dust and noise during the unloading process of 
mining vehicles, and there is an urgent need for an intelligent access control system to reduce safety accidents. This article establishes a training set 
for object detection of the YOLO v3 model based on images of mining vehicles in underground monitoring videos. Through optimizing the training 
process and algorithm of the YOLO v3 model, and adopting a dual camera collaborative discrimination method, the influence of brightness on the 
recognition results when mining vehicles are turned on is overcome. In this way, the mining vehicles entering and exiting the pass operation area 
are accurately identified from the underground monitoring videos. Then, an intelligent access control system for controlling the orepass door is 
developed based on the Jetson Nano embedded program. The research results show that the average accuracy of the system in identifying target 
vehicles is greater than 95%.It can rotate the ore pass door by 90 ° in 3 seconds, achieving intelligent control of the mine orepass and promoting 
the construction of smart mines.
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Introduction

As a key link in the development and production transporta-
tion of mineral resources, mine pass transportation and its sys-
tem cannot only save transportation equipment, but also improve 
the convenience of mine production management. However, the 
transportation of mine passes faces problems such as low un-
derground visibility and multiple blind spots, which can lead to 
accidents caused by collisions between mobile equipment and 
personnel. Among them, substations, ore passes, and explosive 
magazines are areas that require risk control (Imam et al., 2023). 
To reduce safety risks, some mines have designated personnel on 
duty in the above-mentioned areas. Although this method is sim-
ple and feasible, with the extension of underground tunnels and 
the widespread application of large-scale mechanized equipment 
in the underground, the areas that need to be monitored are also 
constantly expanding. If we continue to use this method, it will 
significantly increase labor costs but also not comply with the 
concept of green and intelligent mining construction. On the oth-
er hand, the narrow underground space, dust, and noise can also 
harm the health of personnel on duty (Madahana et al., 2020). 

Faced with this issue, Guo and Li (2011) used positioning tech-
nologies such as RFID, GIS, and ZigBee wireless communication 
to control the movement of underground personnel in designated 
areas, which effectively reduced the safety and health risks of un-
derground personnel. Yang et al. (2016) established the Gaussian 
Mixture Model (GMM) and combined it with surveillance videos 
to identify underground personnel, providing an early warning 
mechanism for the safety of underground personnel. They have 
made beneficial explorations to protect the safety of underground 
personnel on duty. However, to fundamentally solve the safety 
problem of mine pass transportation, it is necessary to continue 
to conduct in-depth research towards unmanned and intelligent 
directions.

In recent years, the continuous development and maturity 
of artificial intelligence have injected new vitality into the devel-
opment of various industries. Object detection is the localization 
and classification of a variable number of targets in an image, ul-
timately obtaining the categories and positions of multiple targets 
in the image. It is one of the important branches in computer im-
age vision. Target detection algorithms can be divided into selec-
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tion-based algorithm models such as R-CNN (Girshick et al., 2014), 
fast R-CNN (Ren et al., 2017), and regression-based algorithm mod-
els such as SSD (Liu et al., 2016) and YOLO (Redmon and Farhadi, 
2016).The object detection model represented by YOLO (You Only 
Look Once) has been widely applied in facial recognition, autono-
mous driving, agricultural production, and medical image analysis. 
After Yolov1 was first proposed by Redmon and Farhadi (2016), 
Kumar et al. (2022) proposed ETL-YOLO v4 model, which added 
Mosaic and CutMix data enhancement functions during training, 
significantly improving the recognition accuracy of face wearing 
masks during the COVID-19 period. Kang et al. (2024) developed a 
YOLO-FA model for vehicle detection in autonomous driving using 
the A type-1 fuzzy attention (T1FA) mechanism, which effectively 
improved the accuracy of vehicle detection in rainy and nighttime 
scenarios with high uncertainty. Tian et al. (2023) proposed an 
MD-YOLO model for detecting small target pests and successfully 
deployed it in pest warning software, promoting the improvement 
of pest warning mechanisms in agricultural production. Baccouche 
et al. (2022) combined the deep learning model with YOLO algo-
rithm for early mammograms diagnosis, which significantly im-
proved the diagnostic accuracy of early breast cancer. The above 
researches prove the excellent performance of image detection al-
gorithms represented by YOLO and can effectively solve relevant 
practical problems, which also provides the possibility for their ap-
plication in mine pass transportation.

In the current underground location positioning system of 
mines, intelligent access control systems are used for controlling 
risk areas. The system can automatically identify the moving tar-
gets entering the risk area in real-time. Once unauthorized per-
sonnel or equipment enter, the system will automatically control 
the access control switch to ensure strict control of high-risk ar-
eas. This system cannot only meet the basic requirements of entry 
and exit management, but also integrates functions such as early 
warning and alarm, which can be used to timely remind operators 
or management personnel to pay attention to potential risks and 
take necessary response measures. In addition, the data statistics 
and analysis function in the system can provide rich and detailed 
operation data for management personnel, which is helpful for op-
timizing mining production strategies and decision-making. How-
ever, the underground lighting in mines is dim and the dust con-
centration is high. If the images collected in the mine are directly 
used for object detection without preprocessing, there is a prob-
lem of low image recognition rate. Inefficient image recognition 
may not only miss out on real risk events, but may also generate 
false alarms, affecting the normal operation of mining production.

This article proposes a network training method and algo-
rithm for improving the benchmark YOLO v3 model to address 
the aforementioned issues in the identification of underground 
mining cars. By using a dual camera collaborative discrimination 
method, the mining cars in the pass operation area are identified 
and the pass door is automatically controlled to improve the safety 
of the pass operation, providing a new tool for the stable, efficient, 
and safe operation of the mine pass transportation system.

1. Current situation and existing problems in the control of 
mine pass

The second mining area is the largest under a certain group, 
and the development method of the mining area is vertical shaft 
inclined slope level roadway. The diameter of the ore pass in the 
mining area is generally 4m, with a depth of 100m-150m.There 
have been many accidents of construction personnel and equip-
ment falling into the ore pass. The mining area adopts methods 
such as ore pass doors, covers or special personnel to ensure the 
safety of personnel and equipment in the operation area. The ore 
pass doors are generally closed (Fig.1), and that used frequently 
are manned. When the loader unloads ore (waste rock) in and out 

of the ore pass, the watchman opens or closes the door. Some less 
commonly used ore passes require the scraper driver to open or 
close the door. The cover is opened (Fig.2) or closed (Fig.3) by 
the hoist using an electric remote control by the watchman or the 
loader driver.

The shortcomings of the above-mentioned manual control 
method are: (1) The dust concentration is large during unloading 
ore or rock, which damages the health of the personnel on duty; 
(2) It is inconvenient to count personnel and vehicles, and it is 
easy to have regulatory errors and omissions, and difficult to trace 
the whole process of the accident once an accident occurs. Con-
sidering the underground working environment, the Yolov3 algo-
rithm with fast monitoring speed, low background false detection 
rate and strong versatility is selected. Computer vision technology 
is used to automatically identify underground mine vehicle enter-
ing and exiting the ore pass. An intelligent ore pass access control 
system composed of Jetson Nano embedded platform, automatic 
door opener, and electromagnetic lock is built.

Fig.1 Ore pass door in the mining area   

Fig.2 Opened ore pass cover

Fig.3 Closed ore pass cover
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2.2 Modeling process

2.2.1 Building a dataset for underground mining vehicles

Local features such as license plates and global features such as 
the outline and color of the vehicle can be used for visual recogni-
tion of mining vehicles. The license plates of underground mining 
vehicles are easily affected by factors such as oil pollution, dust, 
and sudden changes in light, resulting in the inability to accurately 
extract license plate information, thereby affecting the recognition 
effect. Due to the current lack of underground mine vehicle data-
sets, it is necessary to construct the datasets of four underground 
mine vehicles, including scraper, 20t tunnel transport vehicle, 25t 
A-type mine vehicle, and 25t B-type mine vehicle. The video of the 
underground network surveillance camera in the second mining 
area is collected. The images of four types of trucks under different 
lighting environments, different shooting conditions and different 
driving speeds are obtained by framing after the video is edited. 
After data enhancement such as rotation, cropping, brightness ad-
justment, and distortion of these images, 2224 photos of each of 
the four types of underground mine vehicle are obtained. Then the 
LabelImg software is used to manually label the underground mine 
vehicle features on each vehicle’s image to generate a underground 
mine vehicle dataset. To facilitate the model training and the judg-
ment logic of opening and closing doors, each type of underground 
mine vehicle is subdivided into eight categories according to the 
method marked in Table 1.The label information includes the vehi-
cle class name and coordinates in the image, and stores it in the for-
mat of a standard VOC dataset. Figure 4 is the underground mine 
vehicle dataset after completing the front label of the vehicle.

2. Technical plan for underground ore pass door

2.1 The principle of YOLO v3

YOLO v3 is the third version of the YOLO model, proposed by 
Redmon and Farhadi in 2018. It uses Darknet-53 as its backbone 
network, while using Batch Normalization to accelerate training 
speed, and increase residual connections to solve gradient vanish-
ing. It also uses cross entropy loss function and dynamic weight 
decay algorithm to optimize the training effect of the neural net-
work. Compared with YOLO v1 and YOLO v2, YOLO v3 achieves 
higher detection accuracy while maintaining speed. YOLO v3 uses 
9 predefined anchor boxes, divided into 3 groups of 3 in each 
group. Each group of anchor boxes corresponds to a feature map 
of a scale to adapt to targets of different sizes, which significantly 
improves the detection ability for small objects. In previous ver-
sions of YOLO, each object could only be assigned to one category, 
while YOLO v3 allowed an object to have multiple categories si-
multaneously, achieving multi-label classification. In addition, the 
loss function of YOLO v3 comprehensively considers the errors of 
coordinate prediction, target confidence, and category prediction, 
further improving its detection accuracy.

YOLO v3 not only inherits the real-time and efficient perfor-
mance of YOLO series models, but also further optimizes accura-
cy and stability. Through deep network structure, three scale de-
tection, and new technological improvements, YOLO v3 has been 
widely applied and recognized in object detection.

        Fig.4 Underground mine vehicles dataset after labeling
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Table 1. Underground mine vehicle labeled in the dataset

Vehicle category Detection 
classification Label name

Loader
Head LHD_1
Trail LHD_2

20t tunnel transport vehicles
Head 20t Truck_1
Trail 20t Truck_2

25t A-type minevehicle
Head 25t Truck_1
Trail 25t Truck_2

25t B-type minevehicle
Head Steyr Truck_1
Trail Steyr Truck_2

2.2.2 Improved benchmark Yolov3 algorithm and training strategy

The detection effect of using the benchmark Yolov3 algorithm 
model to construct an intelligent unmanned control system for the 
ore pass does not meet expectations. Occasionally, underground 
mining vehicles may not be recognized or classified incorrectly, 
mainly due to the following reasons:

(1) The image data of the underground vehicle dataset con-
structed in the second mining area is insufficient. It is relatively 
cumbersome to screen out vehicle videos in a large number of vid-
eo data. The images of underground mine vehicle are mainly taken 
from the webcam video of the 1170 Maocang rest chamber and 
the Maocang ore pass. The collected underground mine vehicle 
images are relatively limited, which reduces the generalization of 
underground mine vehicle features, thereby affecting the effect of 
target recognition.

(2) The benchmark Yolov3 algorithm is difficult to adapt to 
the complex underground operating environment. The recogni-
tion effect of underground mining vehicles is optimal when driv-
ing smoothly and parking. However, when the vehicle is close to 
a certain range of the underground surveillance camera, due to 
the weak underground light, the program is easy to fail to obtain 
the underground mine vehicle or the underground mine vehicle is 
blurred under the strong light of the headlights, thus affecting the 
detection accuracy of vehicle identification.

To build an efficient and reliable intelligent unmanned control 
system for ore pass, it is necessary to improve the training strategy 
and optimize the algorithm of the model to better adapt to the un-
derground environment according to the above problems.

1) Spatial pyramid pooling structure

Convolutional neural network is mainly composed of convo-
lutional layer and fully connected layer, where the parameters of 
the fully connected layer are related to the input size. Only using 
a fixed input size can the fully connected layer parameters in the 
training be determined. Therefore, the Spatial Pyramid Pool (SPP) 
structure is proposed. Any scale feature input into the structure, 
after its pooling kernel processing, can output features of the same 
scale, thus achieving mutual fusion of features of different scales. 
This article inserts an SPP module into the Convolutional Set of 
the Yolov3 algorithm model, and the modified Convolutional Set 
module is shown in Fig. 5.The SPP module consists of four paral-
lel branches, except for the first branch that outputs the results 
directly from the convolutional set: the second branch is the max-
imum pooling of 5×5 pooling kernels; the third branch is the max-
imum pooling of pooling kernels of 9×9, and the fourth branch is 
the maximum pooling of pooling kernels of 13×13.That is, after 
the SPP module processing, the original input channel will be ex-

panded by 4 times. For example, the input of the convolution set 
in the SPP module is 16×16×512, and after Concatenate fuses the 
channels, the output is expanded to 16×16×2048.

Fig. 5 Insert the SPP module in Yolov3

2) Use K-means++ clustering

Yolov3 uses the K-means clustering algorithm to calculate 
the anchor box. The anchor box is obtained by cluster regression 
based on the size data of the detection target during training using 
the following steps:
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 The Euclidean distance formula (1) is used to calculate 
the distance from all data points to the coordinates of each clus-
ter center separately. Then regression calculations are performed 
based on the calculated distance, and the data point categories are 
divided by the number of cluster centers.
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 The distance from the clustered data point to the center of 
each cluster is recalculated. The mean of the data is then calculat-
ed, and the cluster centers of each class are re-divided according 
to this mean.
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until the resulting central positions of 
each type of cluster remain constant or the sum of squared errors 
is minimized.

It can be seen from the K-means clustering algorithm that the 
core of the algorithm is to select the initial clustering center. When 
the cluster center selection is not suitable (such as the distribu-
tion of each cluster center point is concentrated), the continuously 
calculated results may cause the algorithm model to fall into the 
local optimum, so that the expected clustering results cannot be 
obtained. To avoid this situation, the K-means++ algorithm is used 
to optimize all cluster centers randomly selected at one time in 
K-means, and the steps are as follows:
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 A random point is selected in the dataset and set as the ini-
tial cluster center point.
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 The shortest distance of each data point from the coordi-
nates of the above cluster center point is calculated, and the calcu-
lation results are stored in an array. That is, the array represents 
the shortest distance from each data point to the center of all clus-
ters.
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 All the elements in the above array are added to obtain a 
distance sum. Randomly taking a value within the total distance 
range to iterate through all elements in the array, a cluster center 
point is obtained by calculation.
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ordinates of the two cluster center points is calculated, and the 
smallest one is selected and stored in the array.
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ter point.
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 The cluster center point obtained above is used to replace 
the initial cluster center randomly selected by the K-means clus-
tering algorithm to perform cluster calculation and reduce the 
influence of the initial point on the algorithm. At the same time, 
a new distance formula (2) is defined to replace the original Eu-
clidean distance calculation formula. The distance () calculated 
using this formula is inversely proportional to the interaction ra-
tio. The larger the image interaction ratio (IOU), and the smaller 
the distance, which is more likely to be classified into the same 
category.
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3) UsingMosaic data augmentation

Mosaic data augmentation is a method to enhance the breadth 
of deep learning data and improve the stability of models. It al-
lows the model to learn to use an unlimited amount of data with-
out introducing new real data. At the same time, the markup of 
the dataset and the comprehensibility of semantic information 
are increased, which can improve the generalization ability of the 
model. The Mosaic data enhancement method is to merge multiple 
different types of images, randomly select one of the images as the 
main reference, and then randomly stitch the remaining images 
near the main image after image transformation operations such 
as cropping, rotating, and brightness adjustment to form a larger 
Mosaic image.

4) Activation function

The activation function used by Yolov3 is Leaky ReLU, as 
shown in Eq.3.
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To further expand the scope of functions, accelerate the train-
ing speed of the algorithm and enhance the robustness of the mod-
el, this paper uses the Mish activation function (Equation 4) to re-
place the Leaky ReLU function.
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The Mish function maintains better network gradients than 
the Leaky ReLU function. The Mish curve is smooth, and its train-
ing results have optimal generalization, and are easy to update a 
large number of neurons during training. Although the Mish func-

tion is more complex and will occupy more computing resources, 
it will obtain better calculation results. The mean Average Preci-
sion (mAP) of the ReLU activation function and the Mish activation 
function are 91.62% and 92.83%, respectively. It can be seen that 
the Mish activation function has stronger performance, with an 
improvement of approximately 1.3%.

5) Training and optimization of models

Three sets of models: Yolov3-416, Yolov3-tiny-416, and im-
proved Yolov3-416, are compared. Yolov3-tiny is a streamlined 
version of Yolov3, which is more lightweight and has lower re-
quirements for graphics and memory, making it easier to apply 
in embedded systems. Its fast detection speed makes it easier to 
achieve real-time detection. However, Yolov3-tiny is essentially 
based on Yolov3, which removes one-third of the non-redundant 
intermediate layers through pruning compression, which can eas-
ily cause missed and false positives. Therefore, Yolov3 has an ad-
vantage in accuracy. The value 416 after the three sets of model 
names represents the image input_shape. The Yolov3 algorithm 
can uniformly transform the size of the original image into an in-
put_shape that can be set independently, and then send the im-
age to the training network after the unified size. Setting different 
input sizes can obtain model weight files with different detection 
effects. Generally, the larger the input size, the higher the accuracy, 
but the higher the requirements for memory and other aspects. 
The commonly used input size is 416×416.

During the training process, the dataset is distributed accord-
ing to train set: test set: validation set (val) = 6:2:2.The weight 
model is set to be saved every 3 iterations, and the validation set 
loss value of each iteration val_loss is recorded. When there is a 
failure of 10 consecutive iterations to be less than the minimum 
value of the recorded val_loss, stop training, and the val_loss min-
imal weight model is resumed as the final training output mod-
el. The image dataset, model parameter settings, and training 
environment are the same when the three algorithm models are 
trained. The loss rates of the three model algorithms are shown 
in Fig. 6, and the number of network layers and mAP are shown 
in Table 2.

Fig. 6 Loss value change curve of the training process of the three algorithm 
models
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Table 2. Network result parameters and test results of different algorithm 
models

Algorithmic models
The number
of network 
layers

mAP/% F1-Score/% Time/ms

Yolov3-416 106 92.59 93 28.55
Yolov3-tiny-416 23 89.49 90 3.26
Improved Yolov3-416 80 98.88 98 24.27

It can be seen that compared with the benchmark Yolov3, 
Yolov3-tiny has fewer network layers and the lowest model com-
plexity. It can significantly reduce the detection time, with an av-
erage accuracy reduction of 3.1%, and a reduction of 3% in F1 
score. According to the training results of benchmark Yolov3, the 
improved Yolov3 model converges faster and is relatively more 
stable. After completing 500 iterations, the loss function tends to 
smooth. The average accuracy and detection time have been im-
proved while the number of network layers has decreased. It can 
be seen that among the three Yolov3 models, the improved Yolov3 
algorithm model can better adapt to the underground operation 
environment of the second mining area.

3. Design and implementation of intelligent ore pass access 
control

Considering the practical application conditions in under-
ground mines, an intelligent ore pass access control system based 
on Jetson Nano embedded development (Fig.7) is designed. The 
hardware platform of this system mainly consists of three parts: 
vehicle video capture, Jetson Nano central processing unit, and ac-
cess control system.

WebCam

Object Detection
With Yolov3

Logical Decision electromagnetic
lock

Jetson
Nano

Electronetic
conrol
signal

RTSP
streaming

DoorDoor Opener

Fig.7 Intelligent ore pass access control system

3.1 Central processing unit

Due to the special underground environment, the use of em-
bedded development platform as the central processing unit of the 
access control system cannot only meet the integration of software 
and hardware, achieve the effect of image recognition without net-
working, but also have the advantages of small size and high sta-
bility. It is easy to install near the door, and the system uses Jetson 
Nano (Fig.8) as the embedded processor.

3.2 Video capture

The Hikvision all-in-one network cable is connected to the cor-
responding interface of Jetson Nano, and the IP address, subnet 
mask and gateway where the camera is located are configured. 
When the vehicle enters the camera’s field of view, OpenCV pro-
gramming is used to read Hikvision’s standard RTSP push format 
to obtain surveillance images.

3. 3 Access control system

Access control systems include automatic door opener, elec-
tromagnetic lock and door. The automatic door opener uses the 
motor to drive the door to rotate, and the opener controls the 
motor forward or reverse according to the signal sent by the pro-

cessor to realize the automatic opening and closing of the door. 
The body of the selected brushless floor opener (as shown in Fig. 
9) has two 400mm long swing arms that can drive a door up to 
150kg. The control logic of the automatic opener is to short-circuit 
the GND and N1 interfaces in the motherboard to open the door, 
and short-connect the GND to N2 to close the door. The GPIO pin 
of the Jetson Nano can output high and low levels according to the 
Yolov3 image recognition results. This signal is passed to the relay 
shown in Fig. 10 that can be triggered by high and low levels as a 
switch controlled by an automatic gate signal. The relay controls 
the status of the electromagnet through electrical signals, which 
in turn controls the switching at the output. To correctly judge 
the opening and closing state of the door, the opener needs to be 
equipped with an electromagnetic lock to receive the electronic 
control signal of the opening and closing door transmitted by the 
opener, so as to control whether the electromagnetic lock is en-
ergized. The electromagnetic lock selected is a 12V-180kg tensile 
magnetic lock shown in Fig.11, which has a normally open and 
closed signal feedback function and can be connected to the main 
control board of the access control system. According to the net 
section of the roadway, the guardrail net with an external dimen-
sion of 4.5m ×4.8m is selected as the door.

 

Fig.8 Jetson Nano                                                                 Fig.9 Door opener

  

Fig.10 Relay                                                                   Fig.11 Electromagnetic lock

3.4 The judgment logic of smart ore pass access control

The default state of the door is set to be closed. After the de-
tection code runs, the screenshot of each frame of the surveillance 
video is continuously detected. If 5 consecutive pictures of the 
loader head are recognized, the Jetson Nano outputs a opening 
signal; if five consecutive images of the scraper tail are identified, 
the Jetson Nano outputs a closing signal. When the light of the un-
derground mine vehicle is too bright and the blurred recognition 
rate of the front image is low, the rear of the car is used to assist 
the recognition.

4. Results and discussion

4.1 Underground implementation results of intelligent ore passdoor

After the installation of Jetson Nano embedded development 
components, door openers, door locks and other hardware devic-
es, network cables are used to connect the Jetson processor with 
the camera. When the vehicle enters the camera’s field of view, 
OpenCV is used to return the vehicle image. The Yolov3 algorithm 
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model is called for vehicle recognition classification, and the elec-
tronic control signal is output to the access control processor to 
control the brushless motor and electromagnetic lock. After the 
system is running, the identification and classification effect of the 
four types of mining vehicles in the state of constant speed driving 
and parking is optimal (Fig.12). After installing dual-camera, the 
recognition accuracy of the four types of underground mine vehicle 
is 95%-100%. According to the algorithm logic, the target vehicle is 
identified 5 times in a row, and the program will output the change 
of the corresponding variable value in the console. It can be seen 
that the program detects vehicles with rapid response and low la-
tency. Jetson outputs the electronic control signal to the automatic 
door opener and electromagnetic lock for opening(closing), and 
the door rotates 90° in about 3s, meeting the needs of the system.

Fig. 12 Target vehicle detection screen

4.2 Problems and solutions encountered during system operation

4.2.1 Error message of memory overflow during Jetson object detec-
tion process

When Jetson uses RTSP to receive the live view of the webcam, 
the console displays an error message of memory overflow. The 
object detection program is written using OpenCV to call RTSP to 
pass in video frames, and the core code is as follows:

vid =cv2.VideoCapture(url)
success,img = vid.read()
cv2.imshow(“object detection”,img)
img is the variable of the incoming image frame by the cam-

era. After analysis, when OpenCV is used to obtain webcam data 
based on RTSP protocol, the FFMPEG framework is used to pro-
cess video stream data by default. However, when h264 is selected 
based on RTSP call to obtain webcam data format, FFMPEG can-
not call libx264 encoder based on GPL license because OpenCV is 
MIT licensed. The program will alarm and replace it with avc1 by 
default, resulting in increased processing time. At the same time, 
due to the limited memory of the embedded system, the CPU used 
by the program to call the video stream is too long, resulting in 
memory overflow. The VideoCapture function in OpenCV follows 
the first-in-first-out principle when reading video stream data in 
H264 format. Since the program needs to obtain real-time moni-
toring images, it chooses to use the stack to store the latest video 
stream data read by VideoCapture. Finally, append and pop func-
tions in the Python list are used to simulate a last-in, first-out stack 
that passes the latest frames between OpenCV and Yolo. In the case 
of memory overflow, the amount of stack pressure must be great-
er than the amount of stack output. The accumulation of a large 
amount of data on the stack will also cause the program to crash, 
and it is necessary to set a capacity cap value for the stack. When 
the amount of parameters stored in the stack reaches the thresh-
old, a preset cleanup program is started; the state of the stack is 
reset, and memory resources are reclaimed. To ensure that the 
program does not overflow under long-term operation, the adjust-
ed core code is as follows:

cap = cv2.VideoCapture(url)
 while success:
success,img = cap.read()
  if success:
stack.append(img)
   if len(stack) >= top:
    del stack[:]
gc.collect()
yolo = YOLO(**config)
if len(stack)!=0:
value = stack.pop()
image = Image.fromarray(cv2.cvtColor(value,cv2.COLOR_

BGR2RGB))
yolo_img = yolo.detect_image(image)
result = cv2.cvtColor(np.asarray(yolo_img), cv2.COLOR_RGB-

2BGR)
 cv2.imshow(“img”,result)

4.2.2 Too strong vehicle lights will lead to poor recognition

Underground illumination is poor, and the lights are usually 
turned on for safe drive. When the lights are too bright, the video 
collected by the surveillance screen will be blurred (as shown in 
Fig. 13), resulting in the program being unable to accurately identi-
fy the target cart or the accuracy of recognition is less than 80%. To 
this end, a webcam is installed to assist identification in the manner 
of Fig. 14. When the front camera picture is blurred due to direct 
headlights, the rear camera can avoid the area with strong lights in 
front of the vehicle, and provide a clearer video stream data from 
the rear of the vehicle for final recognition. The camera for auxiliary 
identification is the same model as the main camera, both are DS-
2CD2T25-I5 6mm Hikvision webcams, powered by POE, and pen-
dant. The addition of cameras allows vehicles to be well identified 
and accurately classified, as shown at the top left of Fig.15.

Fig. 13 Video screen of too bring car lights

	
Fig. 14 Schematic diagram of dual-camera installation

Fig.15 Recognition results of dual-camera with lights on
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4.3 Analysis of the implementation effect of intelligent ore pass ac-
cess control

(1) Enhanced safety protection for underground personnel. 
Underground miners are unable to pass through the ore pass door, 
ensuring the separation and control of personnel and vehicles 
during mining operations, and minimizing the risk of accidents.

(2) Beneficial for integration with mining processes. This intel-
ligent ore pass system serves as a supplement to the mining pro-
cess, making the control of mining area extraction and sliding sys-
tems more integrated. The centralized control room on the surface 
can obtain the actual situation of mining in different underground 
mining areas at any time.

(3) System operation and maintenance are relatively easy. The 
automatic opener, electromagnetic lock, door and camera of the 
system are located in the tunnel, while the other equipment is lo-
cated in the rest chamber. Due to the narrow underground space, it 
is inevitable to cause scratches between the vehicle and the opened 
door or collision accidents may occur when the system malfunc-
tions and the dooris not opened in a timely manner. Due to the fact 
that there are usually welders and material reserves in the surface 
workshop and underground maintenance chambers of mines, the 
maintenance and replacement of doors are convenient. When the 
camera malfunctions, the duty personnel can input instructions in 
the program window to manually control the opening and closing 
of the access control, without delaying the production of the mine.

(4) The system is easy to expand. This system is developed 
based on Jetson and has many reserved interfaces. In the future, 
new execution modules can be added at any time to achieve the in-
telligent infrastructure construction of the mine from monitoring 
center-to-switch-to-doorway-to- intelligent unit, better serving 
the intelligent construction of the mine.

5. Conclusion

This article constructs an intelligent unmanned control system 
for the underground special environment, achieving automatic 
identification of mining vehicles and automatic opening and clos-
ing of the pass door, achieving unmanned operation of the pass. 
At present, the system runs smoothly, with an average accuracy of 
95% to 100% for identifying the four types of mining vehicles, and 
the access control response is fast with almost no delay.

In future research, image recognition algorithms can be used 
to develop a vehicle loading (waste rock) quantity recognition 
module based on existing programs, which can count the number 
of fully loaded and empty vehicles entering the ore pass connect-
ing passage. This provides data support for mines to determine 
the ore pass material level and ore drawing time. At the same time, 
it can optimize the mine transportation plan based on this, reduce 
mine safety risks, and improve mine production efficiency.
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